
or many decades, the development of the tradition-
al semiconductor-based devices has followed the
Moore’s law where it was predicted that the num-
ber of components per integrated circuit would

double every 18 months as a result of the shrinking size of
the components [1].  Up until 2006, the core wire width of
the Intel CPU has become as thin as 65 nm and it is very
possible that in one or two decades the structure of many
key electronic devices will be in the nanoscale.  On the
other hand, the physical principle tells us that the quantum
coherence effects on the electronic behavior become dom-
inant in the nanoscale when the size of the electronic
structures is comparable to the wavelength of the electrons
inside.  As a result, the quantum transport theory will rule
the behavior of the electrons – the carriers of the informa-
tion within the devices, as the traditional diffusion-drift
electronic transport model will fail.  Quantum computa-
tion is expected to be the principle in future computers.
There are additional concerns about the production of
these devices when they reach the nanoscale.  For exam-
ple, the lithographic techniques used in manufacturing
present semiconductor device architecture is limited by
the wavelength of the particles (photons or electrons)
employed in these techniques.  This means that the tradi-
tional “top-down” production process will reach its limits
soon and alternative methods are now in great demand. 

Based on the above concerns, researchers have begun to
look for alternatives to the traditional semiconductors for
future quantum computation.  The qualifying materials
should have some basic characteristics necessary for
building a quantum computation system.  At first, we need
a reliable way to build small devices.  One of the promis-
ing approach is the so called “bottom-up” method.  In this
picture, a device is built atom by atom or molecule by
molecule.  This can be done by picking atoms and putting
them in the proper position.  Another way is to make use
of some special chemical properties of the molecules such
as the self-assembling property of DNA.  In this way,
DNA has been considered as one of the promising candi-
dates for molecular electronics [2,3].  As we all know, DNA
is the molecule responsible for the storage of genetic
information in the cells.  Naturally, it is reliable in self-
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assembling and a DNA with defined sequences can be pro-
duced synthetically in the laboratory with the present tech-
niques. 

Secondly, the system needs the quantum bit (Qubit) which
represents the 0 and 1 in a computer.  Promising candi-
dates for this purpose include the photon polarizations,
energy levels in quantum dots or in atoms, and the two
spin polarizations of spin-2 particles like electrons or
neutrons.  In this respect, the two spin states (spin-up or
spin-down) of electrons have been regarded as a very nat-
ural choice. Based on this expectation, spintronics has
been one of the most attractive topics in the last
decade [4,6] and spintronics in DNA is also becoming very
appealing [7,8].

To realize the spin transport in DNA, it is very important
to be able to manipulate the transport of electrons, the car-
riers of spin, in the molecular level.  In the past decades, a
remarkable progress in direct measurements of the elec-
tron transport through DNA has made this operation very
attractive [2,3,7,9-13], although the full control of the elec-
tronic transport in DNA seems still difficult.  In this arti-
cle, we address some primary aspects of the spintronics in
DNA using the Poly(G:C) chain as a prototype.  To do so,
a spin transport system is established by connecting the
DNA chain into an electric circuit of constant voltage via
a ferromagnetic electrode to the left as the spin injector
and a ferromagnetic electrode to the right as the spin ana-
lyzer.  When we switch the magnetization orientation of
the spin analyzer from parallel to anti-parallel to that of
the spin injector, the current I over the system varies if the
electrons passing through the DNA are spin polarized, i.e.,
the spin is injected into the DNA.  Consequently, we may
observe a non-zero magnetoresistance defined as the per-
centage change of resistance R between the parallel and
the anti-parallel configurations, Rm = (Ranti - Rparal ) /
Ranti = (Iparal - Ianti ) / Iparal .  The numerical simulation
shows that the injection of spin into DNA is very likely.
Furthermore, in the presence of the spin-orbit interaction,
an enhancement and oscillations of the magnetoresistance
are observed.

DNA consists of two-chain polymers of the nucleotide
units – the DNA duplex.  Each nucleotide contains three
components: a heterocyclic base, a deoxyribose sugar, and
a phosphate.  The sugar and the phosphate of the succes-
sive nucleotide units along each chain are connected in an
alternating sequence and form the backbone of the chain.
The base of each nucleotide attaches to the sugar on one
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side and to its counterpart base from the other chain on the
other side.  The two chains are held together through pairing of
their bases by hydrogen bonds.  There are four kinds of bases,
two purine derivatives, guanine (G) and adenine (A), and two
pyrimidine derivatives, cytosine (C) and thymine (T).  The
pairing occurs only between the G and C by three hydrogen
bonds or between the A and T by two hydrogen bonds, i.e. there
are only two kinds of Watson-Crick base pairs, (G:C) and
(A:T).  The distance between the neighboring base pairs is
about 0.34 nm.  Usually, the charge transport in DNA occurs
via electronic transitions among the highest occupied molecu-
lar states (HOMO) (p-type hole transport) or among the lowest
unoccupied molecular states (LUMO) (n-type electron trans-
port) of the bases [14].  Based on the existing experiments and
the ab initio results, it has been suggested that the energy gap
between the HOMO and LUMO states in each base is about
4 eV [3] and the charge transport in DNA is mainly p-type, such
as the case for the short 30-basepair Poly(G:C) DNA duplex
used in Ref. [9]. 

Microscopic and macroscopic models have been established to
quantitatively calculate the charge transport in DNA.  In the
former case the system is handled via the first principle; the
outer-shell orbits of all atoms in the system and the coupling
between them are taken into account explicitly and the trans-
port properties of the system are obtained by the ab initio cal-
culations.  For the macroscopic models, crucial physical infor-
mation is extracted from the ab initio calculations and are para-
meterized to simplify the system in the hope of being able to
handle bigger systems and also obtain more physical insights
than those available from the ab initio calculations.  Here we
shall discuss the spin transport based on a macroscopic tight-
binding model.  In this model, the system is composed of a
series of sites where each site corresponds to a HOMO state of
a base and is described by the on-site energies for the HOMO
energies of the bases and the coupling parameters between the
sites for coupling of the HOMO states between the bases. 

The on-site energy of each base is the energy to create a hole in
the HOMO state of the base, viz., the ionization energy.  The
ionization energy is sensitive to the existence of other bases
around and also to the environment.  This value for the single
bases can be calculated by the quantum chemical ab initio
methods and were confirmed by measurements in the bases’
gas phase.  The calculated HOMO hole energies for the isolat-
ed single bases G, C, T, and A are EG = 7.75, EC = 8.87,
ET = 9.14, and  EA = 8.24 eV respectively [12,15,16].  It is to be
noted that these values may depend on the method used [17].
Just as for the on-site energies of the bases, the coupling
parameters between different sites (bases) in principle can also
be calculated by the ab initio methods.  Usually, this effective
coupling parameter depends on how the macroscopic model is
established.  While the intrinsic value comes from the overlap
of the HOMO wave functions between the bases, the effective
one should be adjusted if other factors, such as the environment
and the phonon, are not explicitly taken into account in the
model.  Until now, the calculated coupling parameter from dif-

ferent ab initio models are scattered in a range of 0.01 -
0.4 eV [15,18].  Nevertheless, some common qualitative charac-
teristics of the coupling have been extracted from these calcu-
lations.  Although the purine and pyrimidine bases within each
Watson-Crick base pair are strongly coupled by the hydrogen
bonds, the hydrogen bonds do not participate in the carrier
transport because they have a lower energy than the HOMO
states.  As a result, the interstrand coupling parameter for the
HOMO states between them is much weaker than the
intrastrand coupling parameter between the neighboring bases
along the DNA strands [18].  The coupling parameters are also
sensitive to the relative position of the two bases in question
and a twist of the DNA duplex may modify the coupling
parameters significantly [3]. 

In a short Poly(G:C) DNA duplex, the electron transport occurs
mainly via the pyrimidine Poly(G) chain because the base G
has a much lower HOMO energy than that of the base C.
Consequently, we can simply treat the DNA duplex as a chain
of Poly(G).  The Hamiltonian of the system reads 

Here   is the creation operator of the hole with spin σ =
-⎯σ = ± on site n of the DNA chain (for 1 # n # N ), of the left
electrode (n # 0), and of the right electrode (n $ N + 1). 

The DNA chain is characterized by three parameters, the effec-
tive (dressed) on-site energy of holes⎯ε σ

n = εd + Σd
(1 # n # N ), the effective coupling parameter t σn,n+1 = td
(1 # n # N -1) between any two nearest neighbor sites, and the
spin-orbit parameter t s

n,n+1 = t 2
d .  Here   εd indicates the HOMO

energy of each G base and the complex self-energy Σd phenom-
enologically takes into account the effects of the backbone, the
environment, and the phonon.  Here Σd is obtained by model-
ling the environment as a semi-infinite dephasing chain [8].  Its
real part represents an adjust to the on-site energy and its imag-
inary part describes the dephasing effect.  The Fermi energy in
the isolated p-type DNA is usually located close to and above
the HOMO energy.

The two electrodes are described phenomenologically by two
semi-infinite chains with spin (σ)-dependent on-site energies
a⎯ε σn = ε σmX (n # 0 or n $ N + 1) equal to the center of the con-
duction band and a coupling parameter t σn,n+1 = t σmX (n # -1 or
n $ N + 1) equal to one fourth of the conduction band width.
Here X = L or R denote the left or right electrodes.  For realis-
tic metal electrodes, there are several energy bands involved in
the charge/spin transport and the characteristic parameters ε σmX
and t σmX are the average values of all the energy bands.  In the
quasi-equilibrium situation, they can be estimated from the
electronic properties near the Fermi surface.  In the far from
equilibrium case, when a large bias is applied over the system
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as in the experiment of Ref. [9], these parameters are energy
dependent for a realistic conduction band. In the following, we
assume that the parameters of the one-dimensional tight-bind-
ing model have a similar dependence on the energy as in bulk
materials and the dependence is extracted from the three-
dimensional band structure of the materials.  The parameters
are then scaled to match the known values at the Fermi energy.
Ferromagnetic Fe which exemplifies the electrode material
here, has approximately five bands near the Fermi energy
of the bulk material [21].  For the spin-up (majority) holes,
the five bands are located approximately at 2.5, 0, -0.68, -3.4,
and -7 eV above the Fermi energy with band width 6, 0.3, 0.6,
4.1, and 3.7 eV respectively.  For the spin-down (minority)
holes, the energy bands are the same as above but shifted
2.58 eV to higher energy.  Using the Lorentzian broadening, we
can mimic the bulk DOS and extract the parameters ε σmX and
t σmX

[8]. 

The contact property between the electrodes and the DNA
duplex depends on the material of the electrode, the geometry
of the contact, and the environment, and is by itself an active
field of research in both physics and chemistry [19].  How a
DNA duplex contacts to the charge source or the drain deter-
mines the efficiency of the charge and spin injection and affects
the measured results in the experiments.  Unfortunately, in
many cases the details of the contact, especially between the
metal and DNA in direct transport measurements are not very
clear yet.  In the tight-binding model, an effective contact
parameter tdm is used to phenomenologically describe the con-
tact and is assumed to be spin independent.  With the contact,
tunnelling barriers form between the DNA chain and the elec-
trodes and exchange of holes between them becomes possible.
In equilibrium, as illustrated in Fig. 1, the Fermi energies of the
electrodes and of the DNA match with each other.  When a
voltage drop is applied between the source and the drain [20],
the contact may significantly modify the potential profile
across the DNA and the on-site energies vary accordingly.  In
the experiment of Ref. [9], the contact is very weak and the
voltage drop occurs mainly at the contacts.

Some parameters of the system are extracted from fitting the
experimental data of Ref. [9] based on the known Platinum’s
band structure [22].  The effective hopping parameter is td =

0.6 eV; the equilibrium Fermi energy is 1.73 eV higher than the
DNA HOMO on-site energy εd ; and the 1/3 (2/3) of the bias
voltage drops at the right (left) contact corresponds to a contact
parameter of tdm = 0.019 eV (0.013 eV). In the following,
tdm = 0.02 eV is used for the Fe-DNA contacts.  Since this
parameter is obtained from the Pt-DNA contacts, the following
numerical result might describe the spin injection process from
Fe electrodes only qualitatively. 

In Fig. 2(a), the magneto-resistance versus the applied voltage
is plotted at a zero spin-orbit interaction.  One interesting
observation here is the appearance of the negative magneto-
resistance, i.e., the current is enhanced in the anti-parallel con-
figuration as a result of the quantum coherence.  Another inter-
esting observation is the stronger spin injection at a bias poten-
tial difference comparable to the average energy bandwidth, a
result of the energy band mismatch between the two electrodes.
In Fig. 2(b), we present the dependence of the magneto-resist-
ance on the spin-orbit interaction [6] in DNA when a bias of 4.8
eV is applied.  The magneto-resistance does not decay monot-
onically to zero as the spin-orbit interaction increases.  Instead,
the magneto-resistance is enhanced when the spin-orbit inter-
action is weak (t s

d < 1.9 meV) as a result of the quantum coher-
ence in the system.  In the transmission spectrum, the peaks are
slightly split with an increase of t s

d, indicating mixing of the
spin-up and spin-down states in the system due to the spin-orbit
interaction.  We observe an increase in the magneto-resistance
from 20% at t s

d = 0 to 60% at t s
d = 1.9 meV as illustrated in the

inset of Fig. 2(b).  The magneto-resistance decreases smoothly
with t s

d for 2 meV < t s
d < 20 meV and oscillates for higher t s

d
when its average decays to zero. 

The strong spin effect at a weak spin-orbit interaction observed
in the numerical calculation originates from two features of the
system: the weak contact coupling between the electrodes and
the DNA chain and the coherence of the system.  Since the cou-
pling between the electrode and the DNA chain is much weak-
er (of the order of 10 meV) than the coupling between the

Fig. 1 Schematic energy band for holes of spin σ of the system
in equilibrium when the on-site self energy and spin-flip
effects are absent.

Fig. 2 The magnetoresistance versus the bias voltage in the
absence of spin-orbit interaction (a) and versus the spin-
orbit parameter t s

d in DNA when a bias of 4.8 eV is applied
(b).
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neighboring sites inside the electrodes and the DNA chain (of
the order of eV), the quantum transport shows strong resonance
to the energy spectrum of the DNA chain and the transmission
peaks become very narrow (with a width of the order of 10
meV when the thermal effect and the dephasing effect are taken
into account).  The spin-orbit interaction split each of these
peaks by a spread of the order of the interaction strength.  Its
effect on the magneto-resistance is strong when each of the
transmission peaks is partially split and becomes weaker after
fully split into two independent peaks.  As a consequence, the
magneto-resistance maximizes at t s

d equal to several meV and
decays as it goes to several tens of meV.  Oscillations of the
magnetic resistance are a result of the coherence and occur as
the two spin peaks are well separated.  In other words, this
reflects the spin precession of the holes when they travel along
the DNA chain.  Similar phenomena were previously observed
in other semiconductor systems with the Rashba spin-orbit
interaction [5,6].  Different from the cases in semiconductor
nanostructures, here the energy band is non-parabolic and car-
riers in a wider range of energies are involved.  The precession
effect is consequently averaged out at a weak spin-orbit inter-
action. 

In summary, DNA should be able to play an important role in
molecular electronics due to its self assembly property.
Furthermore, quantum spin injection into DNA is very likely
and spintronics in DNA may lead to a solution to the quantum
computation.  This determination is based on the simulation of
the magneto-resistance over a short DNA chain connected to
ferromagnetic electrodes.  The tight-binding model is
employed to describe the system with parameters determined
from the experimental results and the realistic energy bands of
metals.  The numerical simulation shows that the spin transport
can be sensitive to the energy band structure of the ferromag-
netic electrodes.  In the presence of the spin-orbit interaction in
DNA, enhancement and oscillation of the magneto-resistance
due to mixing of the spin states are also observed.  These can
be observed in a system similar to that in Ref. [9] but with the
ferromagnetic electrodes. 
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